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Preface

An agent is anything that perceives the surrounding environment through its sensors and
performs actions upon it through its effectors. AI research aims to describe and build
rational agents, which try to optimise their performance, given the information perceived
from the environment and their background knowledge. Computer vision and machine
learning investigate two important capabilities of rational agents: Human-like perception
of the sensed data and improvement of agent performance with time. In recent years,
there has been an increased interest in the synergetic contribution of these two fields to
the development of agents that can solve “real-world” problems. This workshop is
multidisciplinary in that it provides a forum for discussing current research in AI and
pattern recognition that pertains to machine learning in computer vision systems.

From the standpoint of computer vision systems, machine learning can offer effective
methods for automating the acquisition of visual models, adapting task parameters and
representation, transforming signals to symbols, building trainable image processing
systems, focusing attention on target object. To develop successful applications, however,
we need to address the following issues:

• How is machine learning used in current computer vision systems?
• What are the models of a computer vision system that might be learned rather than

hand-crafted by the designer?
• What machine learning paradigms and strategies are appropriate to the computer

vision domain?
• How do we represent visual information?
• How does machine learning help to transfer the experience gained in creating a vision

system in one application domain to a vision system for another domain?

From the standpoint of machine learning systems, computer vision can present interesting
and challenging problems. Many studies in machine learning assume that a careful trainer
provides internal representations of the observed environment, thus paying little attention
to the problems of perception. Unfortunately, this assumption leads to the development of
brittle systems with noisy, excessively detailed or quite coarse descriptions of the
perceived environment. Some specific machine learning research issues raised in the
computer vision domain are:

• How can noisy observations be dealt with?
• How can large sets of images with no annotation be used for learning?
• How can mutual dependency of visual concepts be dealt with?
• What are the criteria for evaluating the quality of learning processes in computer

vision systems?
• When should a computer vision system start/stop the learning process and/or revise

acquired models?
• When is it useful to adopt several representations of the perceived environment with

different levels of abstraction?

This workshop provides some answers to some of these questions, and maintains a
balance between theoretical issues and descriptions of implemented systems to promote
synergy between theory and practice. It follows the tradition of similar events organized
in the past decade, such as: NSF/ARPA Workshop on “Machine Vision and Learning”,
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Harpers Ferry, West Virginia (October 1992); AAAI Symposium on “Machine Learning
in Computer Vision: What, Why, and How?”, Raleigh, North Carolina (October 1993);
International Workshop on “Learning in Computer Vision”, Sydney, New South Wales,
Australia (April, 1996);  ECCV (European Conference on Computer Vision) Workshop
on “Learning in Computer Vision”, Freiburg, Germany (June 1998), ICML (International
Conference on Machine Learning) Workshop on “Machine Learning in Computer
Vision”, Bled, Slovenia (June 1999); First International Workshop on “Machine Learning
and Data Mining in Pattern Recognition”, Leipzig, Germany (September 1999).

We wish to thank the members of the Program Committee for their assistance in setting
up this workshop and in reviewing submitted papers. We wish also to thank the ECAI
2000 Programme Committee and in particular the Workshop Chair, Prof. Marie-Odile
Cordier, for supporting the organisation of this workshop and the European Network of
Excellence in Machine Learning (MLNET) for the economical support. Finally, we wish
to thank authors and invited speakers for their excellent contributions in promoting
discussion and the development of new ideas and methods on the workshop topics.

Floriana Esposito and Donato Malerba
August, 2000
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A Factorisation Framework for Structural Pattern Matching

Edwin Hancock

Department of Computer Science,
University of York,

York, Y01 5DD, UK
erh@cs.york.ac.uk

Abstract

Relational representations are of critical importance in high-level vision.
They can be used to represent the arrangement of image primitives in a
manner which captures the structure of both objects and scenes. Moreover,
they can convey important semantic information which is not captured by
using object attributes alone. In this talk we describe some important steps in
the direction of learning relational descriptions for high-level vision.

The talk commences by showing how the EM algorithm can be used to
compute a measure of relational similarity between pairs of graphs. Next, we
show how the statistical measure of relational similarity, which results from
this analysis, can be cast into a matrix setting. This opens the possibility for
performing a number of important operations on relational graphs using
matrix factorisation methods, such as singular value decomposition and
eigendecomposition. First, we show how to find correspondence matches
between graphs of different size, i.e. subgraph isomorphisms, using singular
value decomposition. Next, we suggest how to use the new matrix
representation to learn structural representations. Finally, we show how the
framework can be used to edit the structure of graphs so as to remove
relational errors using an eigenclustering method.

We demonstrate the new framework on a number of problems from high-
level vision, including model alignment, content-based image retrieval and
perceptual grouping. This work can be viewed as combining ideas from
statistical and structural pattern recognition, and from spectral graph theory.




